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Abstract: In the context of the application of smart government, this article uses deep learning methods to automatically classify massive amounts of
scientific and technological policy text data in order to reduce the cost of manual processing and improve the efficiency of policy matching. This paper used
the BERT deep learning model to automatically classify science and technology policies. It extracted the keywords of the policy text through the TextRank
algorithm and the TF-IDF algorithm, then integrated the policy titles and policy keywords into the BERT model, so as to optimize the experiment and improve
the effect and accuracy of policy text classification. It also made a comprehensive comparative analysis of the classification effect on different deep learning
models to show the superiority of this method. The results show that the classification effect of combining the title and TF-IDF policy keywords is the best
through the BERT model, and the accuracy rate can reach 94.41%, which proves that adding policy keywords on the basis of the title can improve the accuracy
of automatic classification of policy texts on BERT model. Our research achieves an efficient classification of science and technology policy texts.
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